
SITTING ON THE EDGE
Cable Operator Access Network view
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Virgin Media UK & IE, UPC Poland, UPC Slovakia, UPC Switzerland, Telenet

LIBERTY GLOBAL BRAND

Liberty Global OpCos

VodafoneZiggo Joint Venture20222017 2018 20212019 2020
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TRANSFORMING OUR INFRASTRUCTURE TO MEET 
THE NEEDS OF TOMORROW

HFC Network evolution

Today

2019

Prep ongoing

2020-23

Medium term

2023-25

Long term

2028-30

Future
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10-15ms latency
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5ms latency 30% 
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enabler for further 

optimization
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Distributed Architecture
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• Digitalization & virtualization:

Reduce RF combining equipment footprint

Reduce optical combining equipment footprint

Optimize broadcast and VOD mod/demod

equipment

Optimize space used to provide CMTS/CCAP 

capabilities

• Up to 70% Reduction in Rack Space 

• Up to 65% power saving

• Increase number of serving nodes by 6x times 

when compared to current systems
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DIGITALIZATION & VIRTUALIZATION



Lift & Shift Autonomous Networks

Proprietary Hardware Cloud Native
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THREE WAVES OF NFV

1
Lift & Shift

(Virtualization)

2
Cloud Native 

(Containerization & 

Decomposition)

3
Autonomous 

Networks

(Full Automation)

vCMTS

vCMTS

vCMTS Service 1 Service 2

Service 3 Service 4

Edge enabler

TRANSFORM

Automate

Monitor

Decompose

Continuous 
Development

Continuous 
Improvement

Scale



10

Datacentre & 

Master/Super 

Headends

Regional 

Headends

Metro/CIN 

networks

Distribution Hubs

Fiber Nodes Street Cabinet
Customer 

Premise

Core/Backbone

Sites: ~2-10 locations

Avg. Distance: 100-200 km

Footprint: Large

HVAC budget: High

Avg. RTT: 6-8 ms

Sites: ~100-200 locations

Avg. Distance: 10-20  km

Footprint: Small to Medium

HAVC budget: Low to Medium

Avg. RTT: 4-5 ms

Sites: ~50-70 locations

Avg. Distance: 50-70 km

Footprint: Medium to Large

HAVC budget: Medium

Avg. RTT: 5-6 ms

Sites: >20k locations

Avg. Distance: <1km

Footprint: Small to Medium

HAVC budget: Minimal

Avg. RTT: <1 ms

Central Edge Far Edge

CABLE OPERATORS USE CASE - COUNTRY X 

On-prem

Cloud 

Computing

Fog 

Computing
Mist 

Computing



CABLE JOURNEY TO THE CLOUD… CAN BE BUMPY

Source: http://turnoff.us/ Creative Commons 

https://creativecommons.org/licenses/by/4.0/
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• Market and solution fragmentation

• Increased solution and integration complexity

• Organizational and skillset challenges

• Solutions not consistently cloud native

• Vendors provide vertically integrated solutions

• Service design tied to specific hardware

• Infrastructure build for single service

• Operational challenges (maintenance, monitoring, 

etc.)

http://turnoff.us/
https://creativecommons.org/licenses/by/4.0/
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